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Estimate 1
How to define an 
estimate in IDEAL



Glossary 

● The estimand refers to our quantity of interest.
Examples: ITT, TOT, LATE 

● An estimator is a method to approximate this 
quantity

Examples: Mean difference, odds ratio



Glossary 

● An estimation model is a statistical technique to 
predict this quantity. 

Examples: OLS regression, hierarchical linear 
modelling, t-test (mean comparison)

● The result of our estimation is called an estimate.

This is the number!



Estimate

In IDEAL, an estimate 
refers to the result of 
the estimation of a 
treatment effect. 

An estimate is defined 
by a number of 
components. 

Estimate

Estimand

Contrast

Outcome

Unit of analysis

Period 

Specifications

Estimator

Estimation model

Null hypothesis

Point estimate

Precision

Stages 1 & 2 Stage 3 



In SurveyCTO 

Information you have entered in Stage 1 & Stage 2 will 
appear in Stage 3

Estimator

Estimation model

Null hypothesis

Point estimate

Precision

Stage 3 



Null 
hypothesis

2

Different types of null 
hypotheses



                                
● A strong and specific 

statement: 

The treatment has no effect 
on any unit or individual in 

the study.  

Sharp null

Null hypothesis 

A null hypothesis (often denoted as H0) is 
a statement about a population parameter 
that we assume to be true until we have 
enough evidence to reject it. 

● H0 = 0, for most cases  
● H0 = 1, for odds ratio, risk ratio, etc. 

Why do we want to know this?
Interpret 0.03 and 1.13



Example - where to find



                                

Null hypothesis is rarely explicitly 
stated.

It is implied:

● Authors interpretation
● Estimator, estimation 

model

Problem!

Null hypothesis 

…is significantly different 
from zero…

…violent punishment goes 
down by 24 percent…



Point 
estimate  

3



Point estimate versus effect size 

Point estimate Effect size 

Definition A single value of the 
estimate. 

The magnitude of the treatment 
effect. 

Unit Same as the unit of 
outcome measure. 

A standard measure, e.g. cohen’s 
d, hedge’s g.

Objective Create a common metric to 
include different outcome 
measures in the same synthesis. 

Papers may report point estimates and/or effect sizes. The outcome 
variable would be a standardized outcome, if an effect size was reported. 



Standardization of effect size

Limitations

                                

Effect size 
based on the estimator 

● Mean difference 
● Odds ratio
● Correlations (less 

common in RCT)

Estimator of the treatment effect indicates 
which effect size to calculate. 

● Mean Difference (Final 

Values) 

● Mean Difference (Net) 

● Median Difference 

(Final Values) 

● Median Difference 

(Net) 

● Hazard Ratio (HR) 

● Hazard Ratio, Log 

● Odds Ratio (OR)

● Odds Ratio, Log 

● Risk Difference (RD) 

● Risk Ratio (RR) 

● Risk Ratio, Log 

● Slope 

● Other, specify 



Converting among effect sizes

LimitationsEffect size 
based on the estimator 



Precision 4

Different measures of 
precision



Measures of precision for standardization

T-statisticsStandard error Z-statistics 
(binary outcome) 

F-ratioConfidence 
intervalP-value Standard 

deviation

Collect these alternative if any of the “always” is missing.

The precision statistics can help calculate the effect size. 

Always collect



Calculating ES using different statistics

A range of formulas can be used 
depending on the available 
statistics. 



Precision adjustments 

This information helps assess potential bias in estimate of precision. 

● Conventional (no adjustment) 
● Robust 
● Clustered robust 

Standard error, confidence interval or p-value 



Example - where to find



Other types of precision measures 

This is a rapidly evolving field, so we would like to record all the 
types of p-values reported in the paper. 
● Precision measures adjusted for multiple hypotheses
● Small-sample correction p-value
● Random inference-based p-value 
● Bootstrapped 
● Permutation tests p-value 
● Other (including if only significance sign is reported, e.g. *, **, ***)



Example - Random inference  

Leaver et al. 
2021

https://doi.org/10.1257/aer.20191972
https://doi.org/10.1257/aer.20191972


Example - multiple SE & p-values

Kerwin and 
Thornton, 
2021

https://doi.org/10.1162/rest_a_00911
https://doi.org/10.1162/rest_a_00911
https://doi.org/10.1162/rest_a_00911


Example - More p-values! 

Conti, 
Heckman, and 
Pinto, 2016

https://onlinelibrary.wiley.com/doi/epdf/10.1111/ecoj.12420
https://onlinelibrary.wiley.com/doi/epdf/10.1111/ecoj.12420
https://onlinelibrary.wiley.com/doi/epdf/10.1111/ecoj.12420


Sample size 5



Sample size 

● Needed for standardization of effect size (in most cases) and 
meta-analysis (e.g. weighting). 

● Provides information on study scale, retention, and attrition.

IDEAL only collects analytical sample size, i.e. the N of 
observations entered estimation. This could be different from 
target sample size. 



Sample size fields 
● At baseline by study arm or combined



Sample size fields 
● For the data rounds in the period for the treatment effect by 

study arm or combined



Thank you 
for listening

Alaka Holla
aholla@worldbank.org


